Math 312B – Roback

Math 312B Handout #2 - Wednesday, May 12

Assignment for next class period (to be handed in and counted as HW#10):
· Sample 50 random values according to a normal distribution with mean 25 and stdev 5.

· Count the number of observations in the following intervals: (below 20, 20-22.5, 22.5-25, 25-27.5, 27.5-30, above 30).  These are observed counts (O).

· Estimate mu and sigma based on the 50 data points, then find expected counts (E) in each of the 6 intervals using a normal distribution based on the estimated mean and stdev.

· Calculate the chi-square goodness-of-fit test statistic.

· Repeat 1000 times.

· Plot a histogram of the 1000 chi-square goodness-of-fit values.  Try superimposing two curves to this histogram—a chi-square distribution with k-1=5 df, and a chi-square distribution with k-1-r=3 df.  Which provides the better fit?

· Finally, repeat the entire process above, except use the true mean (25) and the true stdev (5) rather than estimates.

Write a few sentences summarizing your simulation.  As part of the summary, address the question:  “Do we need to adjust the df in a chi-square goodness of fit test when distributional parameters are estimated?”

The following S-Plus code might help (I’ll email it to you, then you can cut and paste into the command window).  This code should do the simulation based on estimated means and standard deviations; then, you can copy the code (again using Word or the script window in S-Plus) and make a few adjustments to run the simulation using the true mean and standard deviation.

reps_1000

chi.teststat_rep(0,reps)

for (i in 1:reps)  {


samp_rnorm(100,25,5)


observed_hist(samp,breaks=c(min(samp),20,22.5,25,27.5,30,max(samp)),plot=F)$counts


muhat_mean(samp)


sigmahat_stdev(samp)


prob1_pnorm(20,muhat,sigmahat)


prob2_pnorm(22.5,muhat,sigmahat)-pnorm(20,muhat,sigmahat)


prob3_pnorm(25,muhat,sigmahat)-pnorm(22.5,muhat,sigmahat)


prob4_pnorm(27.5,muhat,sigmahat)-pnorm(25,muhat,sigmahat)


prob5_pnorm(30,muhat,sigmahat)-pnorm(27.5,muhat,sigmahat)


prob6_1-pnorm(30,muhat,sigmahat)


probs_c(prob1,prob2,prob3,prob4,prob5,prob6)


expected_100*probs


chi.teststat[i]_sum(((observed-expected)^2)/expected)

}

x_seq(0,12,length=1000)

y3_dchisq(x,df=3)

y5_dchisq(x,df=5)

hist(chi.teststat,probability=T,ylim=c(0,max(y3,y5)),nclass=18)

lines(x,y3,lty=1)

lines(x,y5,lty=2)

___________________________________________________________________________________________

Note:  the goodness-of-fit tests discussed today can be run in S-Plus using these commands:

# You can let S-Plus automatically choose classes by leaving off cut.points,

# or you can specific n.classes= instead of cut.points.  

chisq.gof(noise,distribution="normal",n.param.est=2,mean=mean(noise),

  sd=stdev(noise),cut.points=c(70,75,80,85,90))

chisq.gof(fumble,distribution=”poisson”,n.param.est=1,lambda=mean(fumble),

  cut.points=c(-1,0,1,2,3,4,7))
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