Math 312B – Roback

Math 312B Handout #3 - Monday, May 10 

Assignment for next class period (to be handed in and counted as HW#10):
· Generate 1000 samples of size 40 from the manufacturer’s desired multinomial distribution.

· Find the value of your final test statistic for each of the 1000 samples.

· Plot a histogram of the empirical sampling distribution of your test statistic.

· Find the empirical p-value for your original sample and each of the 10 prototype samples we looked at in class.

· Repeat the above for the chi-square statistic.  (See definition below.)

· In addition, superimpose a line plot of the pdf of a chi-square distribution with 5 df over your sampling distribution.  (Why didn’t we do this last step with your final test statistic?  Could we have done something similar with your final test statistic)?

Finally, write one paragraph summarizing your analysis.  In particular, compare the performances of the chi-square statistic and your final test statistic.  Does this seem like a reasonable way to answer the question:  “Do we have convincing evidence in our sample that the manufacturing process is malfunctioning?”  And what is your final answer to this question?

DEFINITION: The chi-square goodness-of-fit statistic is another test statistic that has been proposed to measure deviance between observed and expected cell frequencies.  It is defined by the formula:
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the observed count for the i-th category, 
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the total sample size (40), and 
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true proportion in Category i.  When the null hypothesis is true, C follows a chi-square distribution with k-1 degrees of freedom.
The following S-Plus code might help (be sure you know what each line does, and how it can be modified to address the questions above):

reps_1000

manysamples_matrix(0,nrow=reps,ncol=6)

bogus.teststat_rep(0,reps)

chi.teststat_rep(0,reps)

probs_c(.24,.20,.16,.14,.13,.13)

sampsize_40

expected_sampsize*probs

for (i in 1:reps)  {


temp_sample(1:6,sampsize,replace=T,prob=probs)


manysamples[i,]_tabulate(temp,6)


bogus.teststat[i]_max(manysamples[i,])


chi.teststat[i]_sum(((manysamples[i,]-expected)^2)/expected)

}

hist(bogus.teststat,probability=T)

oursample_c(15,9,4,4,4,4)

our.teststat_max(oursample)

empirical.pvalue_sum(bogus.teststat >= our.teststat)/reps

empirical.pvalue

x_seq(0,20,length=1000)

y_dchisq(x,df=5)

hist(chi.teststat,probability=T,xlim=c(0,20),ylim=c(0,max(y)))

lines(x,y)

our.chistat_sum(((oursample-expected)^2)/expected)

empirical.pvalue_sum(chi.teststat >= our.chistat)/reps

empirical.pvalue
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